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Dear Ms Heaven, 

I write in response to your Regulation 28 Report to Prevent Future Deaths (‘the Report’), dated 12 

March 2025, following the inquest into the death of Rhiannon Auriol Williams.  

First, on behalf of Ofcom I would like to offer our deepest condolences to Ms Williams’ family and 

loved ones following their tragic loss, and in such terrible circumstances. 

I would like to thank the Coroner for bringing to our attention the potential role of suicide forums 

and social media platforms in the tragic circumstances of Ms Williams’ death. This is important to us 

as we begin to implement and enforce the Online Safety Act 2023 (‘Act’).  

I would like to assure you and Ms Williams’ family that Ofcom is committed to taking action to 

ensure that online suicide forums and social media platforms take their new duties of protecting 

people from illegal and harmful suicide content seriously.  

1. Overview of our response to the Report 

In the Report, you set out your concerns regarding how Ms Williams was able to: 

• access advice and information about suicide methods on a suicide forum (

) and social media (TikTok), and 

• obtain advice on how to mislead her family and professionals as to her thoughts and 

intentions on a suicide forum ( .  

You also included a link to a 2023 BBC article which discussed the suicide forum in question and 

touched upon whether the Online Safety Act would be sufficient to deal with the risk posed by 

suicide forums. 

This letter sets out Ofcom’s response to these concerns in more detail below (see page 6), including 

more detail on the investigation opened into  on 9 April 2025. In announcing this 

investigation publicly, we opted not to name  as the suicide forum we are 

investigating owing to the risk of increasing traffic to the forum. We would ask that you bear this in 

mind if stating or publishing anything publicly relating to this response.  

Before setting out Ofcom’s response to the concerns in the Report, it may be useful to explain the 

relevant duties that the Act imposes on Ofcom and on online user-to-user and search services,1 the 

 

1 ‘User-to-user services’ and ‘Search services’ are terms used and defined in the Act. A user-to-user service (U2U service) is 

an internet service by means of which content that is generated directly on the service by a user of the service or uploaded 
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timelines for the duties under the Act coming fully into force, and the three different phases of our 

implementation of the Act.  

2. Background on Ofcom’s implementation of the Online Safety Act 

The Online Safety Act 2023 

The Act makes persons that operate a wide range of online services legally responsible for keeping 

people safer online. It covers companies that provide user-to-user or search services and have links 

to the UK, which is understood according to the following criteria: 

• Has a significant number of UK users; or 

• Has UK users as one of its target markets; or 

• Is capable of being used by UK users, and there are reasonable grounds to believe that there 

is a material risk of significant harm to UK users.  

Any service which meets one more or the above criteria, and which is not exempt2, will be expected 

to comply with the relevant duties under the Act.  

Among other things, the Act also: 

• Makes Ofcom the regulator for online safety and confers upon us a number of powers and 

duties which we discuss in more detail below. 

• Requires Ofcom to issue a number of regulatory publications to help regulated services 

understand how they can comply with their legal duties (discussed further below). These 

include Codes of Practice (for example our Illegal Harms user-to-user Codes of Practice) 

setting out recommended measures service providers can take to mitigate risks of harm in 

compliance with their duties, and resources to help companies assess, understand and 

manage risk. Examples of such documents that are most relevant to the Report are Ofcom’s 

Illegal Harms Risk Assessment Guidance, Risk Profiles, Register of Risks and Illegal Content 

Judgements Guidance. 

Provisions of the Act: legal duties on service providers  

The Act imposes a number of duties on service providers, in order to improve their systems and 

processes to keep their users safe from encountering harms. These include: 

• Duties on user-to-user and search service providers to assess the risks their services pose to 

users in relation to illegal content (including illegal suicide content); and content that is 

harmful to children (including content that encourages, promotes or provides instructions 

for suicide), and take steps to mitigate and manage those risks; 

• Duties on user-to-user service providers to swiftly take down illegal content (including 

illegal suicide content) when it is identified, and to prevent children from encountering 

content that is harmful to them (including content which encourages, promotes or provides 

instructions for suicide); and 

 

to or shared on the service by a user of the service, may be encountered by another user, or other users, of the service. 
Search services are services that are, or include, a search engine, which allows users to search more than one website or 
database.  
2 A number of exemptions also apply as set out in Schedule 1 of the Act. See: Overview of regulated services. 

https://www.ofcom.org.uk/siteassets/resources/documents/online-safety/information-for-industry/illegal-harms/illegal-content-codes-of-practice-for-user-to-user-services-24-feb.pdf?v=391889
https://www.ofcom.org.uk/siteassets/resources/documents/online-safety/information-for-industry/illegal-harms/risk-assessment-guidance-and-risk-profiles.pdf?v=388231
https://www.ofcom.org.uk/siteassets/resources/documents/online-safety/information-for-industry/illegal-harms/risk-assessment-guidance-and-risk-profiles.pdf?v=388231
https://www.ofcom.org.uk/siteassets/resources/documents/online-safety/information-for-industry/illegal-harms/register-of-risks.pdf?v=388098
https://www.ofcom.org.uk/siteassets/resources/documents/online-safety/information-for-industry/illegal-harms/illegal-content-judgements-guidance-icjg.pdf?v=387556
https://www.ofcom.org.uk/siteassets/resources/documents/online-safety/information-for-industry/illegal-harms/illegal-content-judgements-guidance-icjg.pdf?v=387556
https://www.ofcom.org.uk/siteassets/resources/documents/online-safety/information-for-industry/illegal-harms/overview-of-regulated-services.pdf?v=387540
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• Additional duties for categorised service providers, for example providing, to the extent that 

it is proportionate to do so, features which adult users may use or apply if they wish to 

increase their control over certain kinds of content (including content that encourages, 

promotes or provides instruction for suicide).  

Timeline for duties under the Act coming fully into force 

Although the Act is now law, there are numerous procedural steps needed for the new regime to be 

fully implemented, and these steps need to be completed before all of the legal duties providers 

need to comply with under the Act – and Ofcom’s ability to enforce those duties – come into force. 

Below, we set out more detail on the different phases leading to the implementation of the Act and 

their enforcement status at the time of writing.  

As part of our preparatory work for implementation, we actively engaged with a range of expert 

stakeholders including government, law enforcement, and charities to develop our understanding, 

expertise and evidence base in relation to suicide, and to ensure that we are aware of developing 

areas of risk. We have also commissioned research to grow internal expertise and develop our 

evidence base in this complex and important harms area.3 We will continue our engagement with 

relevant experts as the programme evolves.  

For more information on our timelines for implementation, we published our updated roadmap for 

the main stages of our work in October 2024 and our intended plans for implementation are 

summarised in diagram form in Figure 1 in the annex below. 

Phase One: Illegal Harms 

On 16 December 2024 we published our statement on protecting people from illegal harms online 

(‘Illegal Harms Statement’) which included our final Illegal Harms Codes of Practice and guidance. On 

the same day, the Codes were submitted to the Secretary of State who laid them in Parliament for 

40 days. Concurrently, regulated service providers had until 16 March 2025 to undertake their illegal 

content risk assessments. Following approval by Parliament, the Codes came into force on 17 March 

2025. This means the illegal harms safety duties are now enforceable, and we can take enforcement 

action against providers that are not complying with their illegal harms duties. We can begin 

investigations and – following the conclusion of those – impose sanctions if we find that services are 

not compliant with these duties.  

Illegal Harms – Assessing and mitigating risk of illegal harms 

As explained above, the Act requires Ofcom to produce a Register of Risks for Illegal Harms and 

guidance to assist services in conducting their own risk assessment. Our final Risk Assessment 

Guidance sets out a four-step process which we propose as the best way to ensure that a service’s 

assessments meet their obligations. 

If regulated service providers concluded from their risk assessment that they are at risk of illegal 

harm(s), they need to take steps to mitigate the risk of harm they have identified on their service.  

The Act also requires Ofcom to produce Codes of Practice setting out the measures that in-scope 

providers may take to comply with their duties under the Act.4 According to our Illegal Harms Codes 

 

3 See, for example, our research on suicide content and search services: ‘One Click Away: a study on the prevalence of non-
suicidal self injury, suicide, and eating disorder content accessible by search engines’. See also our research into children’s 
experience of suicide, self-harm and eating disorders content: ‘Experiences of children encountering online content 
relating to eating disorders, self-harm and suicide’ 
4 Section 41 of the Act. 

https://www.ofcom.org.uk/siteassets/resources/documents/online-safety/information-for-industry/roadmap/2024/ofcoms-approach-to-implementing-the-online-safety-act-2024.pdf?v=383285
https://www.ofcom.org.uk/online-safety/illegal-and-harmful-content/statement-protecting-people-from-illegal-harms-online/
https://www.ofcom.org.uk/research-and-data/online-research/online-safety-research/one-click-away
https://www.ofcom.org.uk/research-and-data/online-research/online-safety-research/one-click-away
https://www.ofcom.org.uk/__data/assets/pdf_file/0025/280654/Experiences-of-children-encountering-online-content-relating-to-eating-disorders,-self-harm-and-suicide.pdf
https://www.ofcom.org.uk/__data/assets/pdf_file/0025/280654/Experiences-of-children-encountering-online-content-relating-to-eating-disorders,-self-harm-and-suicide.pdf
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of Practice,5 user-to-user service providers that have concluded they are at risk of illegal suicide 

content being posted on their service should take the following steps to mitigate the harm from this 

material: 

• Ensure their content moderation teams are appropriately resourced and trained to deal with 

that content; 

• Allow users to report illegal content, which includes suicide material, through reporting and 

complaints processes that are easy to find, access and use; 

• Test their algorithms, checking whether and how design changes impact the risk of illegal 

content, including illegal suicide content, being recommended to users;  

• Set clear and accessible terms and conditions explaining how users will be protected from 

illegal content, which includes suicide material; and 

• Have systems for removing illegal content, which includes illegal suicide material, quickly as 

soon as they become aware of it. 

While service providers are not required to implement all measures in our Codes of Practice, in the 

event that they choose not to take the steps recommended, they will need to be able to explain how 

their chosen approach allows them to be compliant with their legal duties.  

Phase Two: Protecting children from harms online 

Although the Report concerns the death of an adult, we take this opportunity to set out information 

about services’ duties to protect children from content harmful to them. This is because such 

content includes content that encourages, promotes or provides instructions for suicide without 

intent. 

Services that are likely to be accessed by children have additional duties to protect children’s online 

safety. Our Protection of Children statement where we set out our final decisions in relation to 

children’s risk assessments and safety measures was published on 24 April 2025. The Government 

laid the Codes in Parliament on the same day, and subject to Parliamentary approval they will 

become enforceable from 25 July 2025.  

Protecting children – Assessing access and risks 

We published our final Children’s Access Assessments Guidance in January 2025 and all user-to-user 

and search services were required to carry out Children’s Access Assessments by 16 April 2025. A 

children’s access assessment is a process for establishing whether a service is ‘likely to be accessed 

by children’ within the meaning of the Act.6 If they concluded that their service is likely to be 

accessed by children, they now (following the publication of our Protection of Children Statement) 

need to carry out a children’s risk assessment by 24 July 2025 and comply with the children’s safety 

duties in the Act. 

The Act requires Ofcom to produce a Children’s Register of Risks, and guidance to assist services in 

conducting their own children’s risk assessments. Our Children’s Risk Assessment Guidance sets out 

a four-step risk assessment process which we propose as the best way to ensure that services meet 

their risk assessment obligations.  

Following the outcome of the children’s risk assessment, service providers will need to take steps to 

mitigate the risk(s) of harm they have identified on their service. 

 

5 See here for the illegal content Codes of Practice for search services. See here for the illegal content Codes of Practice for 
user-to-user services.  
6 Section 37 of the Act explains the meaning of “likely to be accessed by children”. 

https://www.ofcom.org.uk/online-safety/illegal-and-harmful-content/statement-protecting-children-from-harms-online
https://www.ofcom.org.uk/online-safety/protecting-children/statement-age-assurance-and-childrens-access/
https://www.ofcom.org.uk/siteassets/resources/documents/consultations/category-1-10-weeks/statement-age-assurance-and-childrens-access/childrens-access-assessments-guidance.pdf?v=388843
https://www.ofcom.org.uk/siteassets/resources/documents/consultations/category-1-10-weeks/statement-protecting-children-from-harms-online/main-document/childrens-register-of-risks.pdf?v=395443
https://www.ofcom.org.uk/siteassets/resources/documents/consultations/category-1-10-weeks/statement-protecting-children-from-harms-online/main-document/childrens-risk-assessment-guidance-and-childrens-risk-profiles.pdf?v=395454
https://www.ofcom.org.uk/siteassets/resources/documents/online-safety/information-for-industry/illegal-harms/illegal-content-codes-of-practice-for-search-services.pdf?v=387710
https://www.ofcom.org.uk/siteassets/resources/documents/online-safety/information-for-industry/illegal-harms/illegal-content-codes-of-practice-for-user-to-user-services.pdf?v=387711
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Protecting children - Mitigating the risk of harm 

The Act imposes duties relating to content which is harmful to children. The Act explains that 

content which “encourages, promotes or provides instructions for suicide” (‘suicide content’) is a 

form of ‘primary priority content that is harmful to children’.7 The Act is clear that primary priority 

content should not be shown to children. Where regulated services are likely to be accessed by 

children, they will also have to understand the risks of, and take steps to prevent (in the case of user-

to-user services) or minimise the risk of (in the case of search services) child users encountering, 

suicide content.  

The Protection of Children Codes of Practice set out the measures that service providers can take to 

comply with the children’s safety duties across a number of areas, including age assurance; 

recommender systems; content moderation; governance and accountability; user support; and user 

reporting and complaints.8 

Phase Three: Additional duties on categorised services 

All online service providers within scope of the Act must protect all UK users from illegal content 

and, where applicable, protect children from content that is harmful to them. In addition, a small 

proportion of these service providers will be categorised and designated as Category 1 (user-to-

user), 2A (search) or 2B (user-to-user) services if they meet certain thresholds set out in secondary 

legislation by Government. These categorised service providers will be required to comply with a 

range of additional requirements, largely focused on bringing an appropriate level of safety, 

transparency, and accountability to the online world, reflecting the nature of such services. 

Parliament confirmed the thresholds for Categories 1, 2A and 2B in law on 27 February 2025.  

Examples of duties some of these providers will need to comply with include transparency reporting 

and providing, to the extent that it is proportionate to do so, features which adult users may use or 

apply if they wish to increase their control over certain kinds of content, including legal content 

which encourages, promotes or provides instructions for suicide. We consulted on transparency 

reporting requirements in Summer 2024 and hope to publish the first register of categorised services 

in Summer 2025. We expect to publish our consultation on all other additional duties no later than 

early 2026.  

 

7 The Act requires Ofcom to provide guidance for providers of user-to-user and search services, which gives examples of 

content, or kinds of content, that Ofcom considers to be, or considers not be, harmful to children (‘Guidance on Content 
Harmful to Children’). This is intended to support service providers that may need to make judgements about whether 
content on their service amounts to content that is harmful to children as defined in the Act. 
8 For more information, see here for the Protection of Children Code of Practice for user-to-user services. See here for the 
Protection of Children Code of Practice for search services. 

https://www.legislation.gov.uk/uksi/2025/226/contents/made
https://www.ofcom.org.uk/siteassets/resources/documents/consultations/category-1-10-weeks/statement-protecting-children-from-harms-online/main-document/guidance-on-content-harmful-to-children.pdf?v=395445
https://www.ofcom.org.uk/siteassets/resources/documents/consultations/category-1-10-weeks/statement-protecting-children-from-harms-online/main-document/guidance-on-content-harmful-to-children.pdf?v=395445
https://www.ofcom.org.uk/siteassets/resources/documents/consultations/category-1-10-weeks/statement-protecting-children-from-harms-online/main-document/protection-of-children-code-of-practice-for-user-to-user-services-.pdf?v=395447
https://www.ofcom.org.uk/siteassets/resources/documents/consultations/category-1-10-weeks/statement-protecting-children-from-harms-online/main-document/protection-of-children-code-of-practice-for-search-services.pdf?v=395446
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3. Our response to the ‘Matters of Concern’ 

In the Report, your express concern that Ms Williams was able to access information about suicide 

methods on  and TikTok. You also express concern that Ms Williams was able to 

obtain advice on  on how to mislead her family and professionals as to her 

thoughts and intentions.  

Please see below our response to your concerns, explaining how Ofcom’s implementation of the Act 

will help mitigate the risk to life posed by illegal or harmful content on services such as 

 and similar service providers, and social media platforms such as TikTok. 

Whether content of the type that Ms Williams was exposed to is illegal under the Act  

Our Illegal Content Judgements Guidance (ICJG) sets out that it is an offence to intentionally 

encourage or assist the suicide (or attempted suicide) of another person. Online material which 

amounts to this offence is considered to be illegal suicide content under the Act. The ICJG chapter on 

the suicide offence states that “content which provides specific, practical or instructional 

information on suicide methods is likely to be capable of constituting assistance for the purposes 

of this offence in an online context”. For example, this could include “details on the most effective 

way of taking one’s own life, or tips about how to do so in a way which avoids interruption from 

others.”9 We further say that content which constitutes assistance is only illegal “if there is also 

intent, on the part of the poster, to assist suicide, or attempted suicide.”10 

The type of material that you express concern about in the Report, namely details about suicide 

methods, may therefore amount to the suicide offence under the Act depending on the 

circumstances. If so, it would be considered as illegal content under the Act. Service providers in 

scope of the Act, which includes suicide forums and social media platforms, have a duty to 

implement measures, such as content moderation systems, to protect UK users from such content 

and ultimately remove it when they become aware of it.  

Ongoing action undertaken by Ofcom 

Ensuring that UK users – and especially children – are protected from illegal content, including 

content that amounts to the suicide offence, is a priority for Ofcom. Now that the illegal harms 

duties are in force, we are taking a range of actions to drive compliance in this area. 

Ofcom is committed to driving change through both supervisory engagement and enforcement 

action, as appropriate, and is focusing its resources on the largest and/or riskiest user-to-user and 

search providers. This includes both large social media platforms that may contain content relating 

to suicide, and small dedicated online forums that feature discussion of suicide and therefore 

present a high risk of harm to UK users. 

Targeted engagement through supervision 

In addition to our formal powers to ensure that service providers comply with their duties under the 

Act, we have established Supervision teams which are already actively engaging with selected 

service providers to drive compliance with the Act. The providers we have chosen to supervise are 

those that pose particular risk, either because of their size, functionality or because of the nature of 

the service. This includes the largest services such as popular social media platforms, search services, 

messaging and gaming services, as well as smaller services that present particular risk due to the 

 

9 Ofcom, 2024. Illegal Content Judgements Guidance (ICJG), p. 175. 
10 Ofcom, 2024. Illegal Content Judgements Guidance (ICJG), p. 175. 

https://www.ofcom.org.uk/siteassets/resources/documents/online-safety/information-for-industry/illegal-harms/illegal-content-judgements-guidance-icjg.pdf?v=387556
https://www.ofcom.org.uk/siteassets/resources/documents/online-safety/information-for-industry/illegal-harms/illegal-content-judgements-guidance-icjg.pdf?v=387556
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nature of their site, such as image and video sharing sites, chat forums and file sharing services. The 

goal of this targeted and sustained engagement is to secure compliance with regulatory duties and 

improve the safety of UK users, by understanding in detail services’ measures, assessing how well 

they protect users, and pushing for timely improvements where necessary.  

Evidence, like the information included in the Report, helps inform our supervisory engagement and 

prioritisation, such as which providers we should be engaging with and what we should focus our 

engagement on. We have been actively engaging with TikTok since 2022 under the Video Sharing 

Platform (VSP) regime (a pre-cursor to the Online Safety Act). One of our key priorities under the VSP 

regime has been to ensure that children are protected from finding and viewing age-inappropriate 

videos. Based on the information included in the Report, we will be engaging with TikTok on some of 

the issues you have raised in your Report. 

In addition to our broader supervisory programme, we have a dedicated taskforce dealing with 

‘small but risky services’. The taskforce’s focus is bringing smaller, riskier services into compliance 

with their duties under the Act. For the purposes of this work the services in question are those 

which:  

• are typically low reach – generally under or around 1% of UK population as active monthly 

users; 

• have high risk features or functionalities – as defined by our published guidance; and/or  

• are services brought to our attention for other risk factors. 

Given the risk they present to UK users, suicide discussion forums are an area of interest for us and a 

potential target for this taskforce. 

Enforcement 

Our preference is to work with services to encourage voluntary compliance. But we will, if necessary, 

launch enforcement action where we determine that a service provider is not complying with its 

duties, for example where we consider it is not taking appropriate steps to protect users from harm.  

Under the Act, where we identify compliance failures, we can impose fines of up to £18m or 10% of 

the service provider’s qualifying worldwide revenue (whichever is greater). In the most serious cases 

of non-compliance, we can seek a court order imposing business disruption measures, which may 

require third parties (such as providers of payment or advertising services, or ISPs) to withdraw 

services from, or limit access to, a regulated service in the UK.  

To support our investigations, we have powers to request information and obtain skilled person’s 

reports, and can take enforcement action where service providers fail to respond or provide 

inaccurate information.  

We expect our early enforcement action to focus on ensuring services are adequately assessing risk 

and putting in place the measures that will be most impactful in protecting users, especially children, 

from serious harms such as those relating to CSAM, pornography and illegal suicide content. To date 

we have launched three sector-wide compliance programmes as the illegal content duties have 

come into force to monitor whether providers are complying with their illegal content risk 

assessment duties and record keeping duties under the Act. We are also taking targeted action 

against specific services, the first of which is directly relevant to the matters of concern included in 

the Report. 

Ofcom’s investigation into a suicide forum 

https://www.ofcom.org.uk/online-safety/illegal-and-harmful-content/enforcement-programme-to-monitor-if-services-meet-their-illegal-content-risk-assessment-and-record-keeping-duties-under-the-online-safety-act-2023/
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In line with the approach outlined above, on 9 April 2025, we opened an investigation into 

. The investigation will examine whether there are reasonable grounds to believe 

that this service provider has failed, or is failing, to comply with its duties to:  

• put appropriate safety measures in place to protect its UK users from illegal content and 

activity; 

• complete – and keep a record of – a suitable and sufficient illegal harms risk assessment; and 

• adequately respond to a statutory information request.  

Timeline leading up to the investigation 

Ofcom’s Supervision team repeatedly reached out to  before the Act came into 

force, in an attempt to promote compliance in respect of its duties under the Act. In early 2025, 

Supervision also sent advisory letters to inform and remind the provider of its upcoming duties and 

the consequences of non-compliance. As this approach did not resolve our concerns, it was 

escalated to our Enforcement team. 

On 3 March 2025, a legally binding information notice was sent to  under the Risk 

Assessment Enforcement Programme. We had been clear that failure to adequately respond to our 

request for service providers to submit a record of their illegal content risk assessment may result in 

enforcement action and that, as soon as the duties took effect for providers, we would not hesitate 

to take action where we suspect there may be serious breaches which appears to pose a risk of very 

significant harm to UK users.  

Following correspondence with , we conducted an initial assessment to assess our 

compliance concerns and decide if an investigation was warranted. As our concerns again remained 

unresolved, we opened our investigation into the online suicide forum three weeks after the illegal 

harms duties came into force. 

Ofcom’s investigatory process 

Ofcom’s Online Safety Enforcement Guidance sets out how Ofcom will normally approach 

enforcement under the Act. This includes our approach to information gathering and analysis and 

the procedural steps we must take to fairly determine the outcome of the investigation. A typical 

process is set out at Figure 2 in the Annex below. 

Although we are not in a position to give specific details on how long this investigation will take, we 

expect the initial stages to span across several months while we gather additional information from 

the provider and assess its compliance with the Act. We will provide regular updates on this 

investigation on our website.  

  

Conclusion 

We thank the Coroner again for bringing to our attention the circumstances of Ms Williams’ death. 

Ms Williams’ death highlights the impact that suicide content online can have on people, and Ofcom 

is committed to holding providers to account where they fail to address the risk of harm from this 

type of content. We will work directly with service providers to promote compliance, including, 

where appropriate, through targeted supervision with a view to protecting adults and children from 

suicide material that is illegal or harmful. Where we identify non-compliance, we will not hesitate to 

take appropriate enforcement action. Evidence included in reports from coroners and other experts 

will also play an important role in any further policy proposals as we continue to implement the Act.  

https://www.ofcom.org.uk/online-safety/illegal-and-harmful-content/ofcom-investigates-online-suicide-forum
https://www.ofcom.org.uk/online-safety/illegal-and-harmful-content/enforcement-programme-to-monitor-if-services-meet-their-illegal-content-risk-assessment-and-record-keeping-duties-under-the-online-safety-act-2023/
https://www.ofcom.org.uk/online-safety/illegal-and-harmful-content/enforcement-programme-to-monitor-if-services-meet-their-illegal-content-risk-assessment-and-record-keeping-duties-under-the-online-safety-act-2023/
https://www.ofcom.org.uk/siteassets/resources/documents/online-safety/information-for-industry/illegal-harms/online-safety-enforcement-guidance.pdf?v=391925
https://www.ofcom.org.uk/online-safety/illegal-and-harmful-content/investigation-into-an-online-suicide-discussion-forum-and-its-compliance-with-duties-to-protect-its-users-from-illegal-content/
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We hope that this response provides helpful information about the significant steps Ofcom is taking 

as we continue to work through the implementation of the Act. 

If further information or clarification is required, we would be happy to provide this. 

Yours sincerely, 

 

 
 

 



 

Ofcom, Riverside House, 2a Southwark Bridge Road, London SE1 9HA 
Switchboard: 0300 123 3000 or 020 7981 3000 

www.ofcom.org.uk  
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Annex 
Figure 1: Ofcom’s timeline for Online Safety implementation 

 

http://www.ofcom.org.uk/
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Figure 2: Typical investigation process 

 




